Lec 3: Consistency of GMM
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(®) Suggested readings: Newey and McFadden (1994), Ch2.5.

Overview. In Lec 2 we introduce the Consistency of MLE. We now turn to discuss Consis-
tency of GMM. Recall that we use GMM when having overidentification— We don’t need
the "quadratic" form in Just-ID case since GMM collapses to MLE.

1 GMM
31(¢0)]

Assume E[g(Z;60)] = 0, where g(¢;0) = |g-(¢;0)]|, 0 € ® CR", k> r.

9k (¢;0)
We have k equations with r unknowns (#) = Overidentification

Definition 1.1 (GMM). A GMM estimator is defined as the maximizer of Q,,(6):
PeMM - — arg max Q. (6) (1.1)
/

— argmax— (i ig(zi;e)) W (i ig(zzw)) , (1.2)
i=1 1=1

where W is symmetric p.d. weighting matrix.

= Qu(0) = —E[g(Z;0)WE][g(Z;0)], where W is matrix (1.3)

*Department of Economics, University of Wisconsin-Madison. hchu38Qwisc.edu. This is lecture notes
from the second half of ECON710: Economic Statistics and Econometrics II. Instructor: Prof. Harold
Chiang. Materials and sources: Harold’s handwritten notes.

1


mailto:hchu38@wisc.edu

2 Consistency of GMM

Theorem 2.1 (Consistency; GMM). Suppose (Z;)i, %if((’, 0) and W & W and:

@O W is symmetric & p.d., and WE[g(Z;0)] = 0 only if 6 = 6y (%)

@ 0y € O, where © is compact
@ 6+ g(Z;0) is continuous (a.e.) V0 € ©, Z w.p.1.

@ E supHg(Z;G)H < 00
0c@

Then, EMM Ly g,

Remark. We require more equations in GMM to gain "efficiency" (smaller variance). So,
we choose data-specific W to ensure this efficiency.

g0(0) = E[g(Z;0)] Qo(6) := —g0(0) Wygo(0)
gn(6) = 5 2 9(Zi:0) Qu(0) := ~9n(0) W3 (0)
To apply Consistency Theorem (Theorem (1.1) in Lec 2), we need to verify its (i)—(iv).

e (i) By unique maximizer : we first note that, by D, 0 # Wg(0) VO # 6y (#).
= By symmetric & p.d. of W (full rank),

Proof. Consider , then we define {

IR s.t. W = R'R and R exists (non-singular) (2.1)
We can thus rewrite (#) by:

0 # Wgo(#) =R'Rgo(0) (2.2)
= 0 7é (Rl)ilRle()(e) = Rgo(0)<— since R~ exists (23)

Finally, we rewrite Qp(6) and find that Qu(#) < Qo(fo), i.e., fp unique maximizer:

Qo(f) = —g0(6)Wgo(6)
= —g0(0)'R'Rgo(0) (2.5)
—  (Reo(®) (Reo(®)) (2.6)
_ quadratic form: > 0 (27)
= —90(00) Wao(f) = Qo(6b) (v') (2.8)
=0by ®

« (il) ® compact : by assumption @ (v')
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o (iii) continuity & (iv) uniform consistency : we invoke ULLIN (see Lec 2).
By ULLN with @@, we have

go(#) is continuous V0 € O, Z w.p.1

Sup Z 9i(Zi;0) —Elg;(Z;0)] Boforj=1,--,k = ZugHgn 90(9)H Lo
cO® €

For (iii): continuity of Qg(-), it is satisfied since go(+) is continuous by ULLN
= Qo(-) = —g0(-)"Wgp(+) is continuous (v')

For (iv): Q, uniformly consistent for Qg, we WTS sup’Qn QO(Q)‘ 20
0cO
By a clever way of "adding and subtracting 0", we obtain:

’Qn - QO‘ = %Wﬁn - g{)WQO‘ (2.9)
/ ES A
= (90— 90) + 90) W (3 — 90) + 90) — 96 W 0 (2.10)
= (9 = 90)"W(9n — g90) +290W (9 — 90) + go(W — W) 90‘ (2.11)
< |(n —go)/w(g — 90 ‘Jr 2‘90W In — 90 ‘4—’90 (W - W)Qo’@ 12)
< [lgn — gol*- 2|W - wi2.13)
———
ULLN: %0 ULLN: % 0 2.0
%0 (2.14)

Equation (2.12) holds by A-ineq. Equation (2.13) holds by spectral norm & ||go|| =
O(1) (bounded) as it’s continuous on a compact set @. (v')

Since we have checked (i)—(iv), by Consistency Theorem we conclude GMM is consistent.
[

Remark. Newey and McFadden (1994): "[T]he conditions of this result are quite weak,
allowing for discontinuity in the moment functions. This Theorem remains true if the i.7.d
assumption is replaced with the condition that (Z;);_; is stationary and ergodic."
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