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1 Static Games of Complete Information: Strategic-Form

1.1 Introduction to Strategic-Form Games

Overview. General framework:
• One-time Game: strategic-form games & equilibriums

• More than one period: extensive-form games & subgame perfect

• Uncertainty: incomplete information & dynamics

Definition 1.1 (Static Game). A static game G = (I , (Si)i∈I , (ui)i∈I) has elements:
(i) Finite set of Players: I = {1, · · · , n}

(ii) A set Si (pure strategy) available to Player i ∀i ∈ I

(iii) Payoff function ui : S → R ∀i ∈ I , where S = S1 × · · · × Sn is the set of pure
strategy profile s = (s1, . . . , sn).

Remark. Generally speaking, Action (Ai) should be different to Strategy (Si). Only in
static games with complete information we can use Ai = Si.

Mixed Strategy: σi

• probability distribution over Si: σi(si)← probability of Player i choosing strategy si

• Space of mixed strategy: ∑i ⇒ ∑ = ∑1× · · · ×∑n

⇒ Player i’s payoff to mixed-profile σ: ∑
s∈S

(
I
∏
j=1

σj(sj)

)
ui(s)

Definition 1.2 (Dominated Strategies). Pure strategy Si is strictly dominated for Player i
if there exists σ

′
i ∈ ∑i such that ui(σ

′
i , s−i) ≻ ui(si, s−i).

Remark. Si is dominated by any pure or mixed profile σ
′
i .

1.2 Nash Equilibrium

Definition 1.3. A mixed-strategy profile σ∗ is a NE if ∀ player i, we have: ui(σ
∗
i , σ∗−i) ≥

ui(si, σ∗−i) ∀si ∈ Si.

Remark. σ∗i dominates all profile combination.
• NE is strict⇔ ∀i and si ̸= s∗i (i.e., si not optimal), we have ui(s∗i , s∗−i) > ui(si, s∗−i).

• NE is consistent.
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1.3 Existence of Nash Equilibria

Theorem 1.1 (Nash 1950b). Every finite strategic-form game has a mixed-strategy equi-
librium

Remark. Apply Kakutani’s Fixed Point Theorem. Check:
(i) ∑ is a non-empty, convex, and compact (finite-dim) subset of Euclidean space.

(ii) Reaction function r(σ) is non-empty and convex ∀σ.

(iii) r has close graph: if (σn, σ̂n)→ (σ, σ̂) with σ̂n ∈ r(σn), then σ̂ ∈ r(σ).
Motivation: for σ (mixed-NE), players mutually respond best to the others. Say ∑ is the
mixed strategy profile, and that r : ∑ ⇒ ∑ ≡ r1(σ−1)× · · · × rn(σ−n). Then, a fixed point
of r is a σ such that σ ∈ r(σ) ⇒ σi ∈ ri(σ) ⇔ a fixed point of r is NE. From there, we can
use "Kakutani’s" to check.

• When payoff function is continuous⇒ response correspondences have close graphs.

• An upper semi-continuous function has upward discontinuities.

Theorem 1.2 (Pure NE- Debreu 1952; Glicksberg 1952; Fan 1952). Consider a strategic-
form game whose strategy space Si are non-empty, compact, and convex subsets of an
Euclidean space. If the payoff function ui are continuous in s and quasi-concave in si,
there exists a pure-strategy NE.

Remark. Payoff function is required to be continuous and quasi-concave here. If ui conti,
then it is non-empty by EVT (satisfying Cond 1) and has closed graph (satisfying Cond 3)
instantaneously. If ui is quasi-concave, it ensures a convex reaction correspondence.

Theorem 1.3 (Mixed NE- Glicksberg 1952). Consider a strategic-form game whose strat-
egy space Si are non-empty compact subsets of a metric space. If the payoff function ui
are continuous then there exists a mixed-strategy NE.

Remark. No compactness here (⇒ not Euclidean space). No quasi-concave condition
here. If ui is disconti, then there is no Pure NE and may not have Mixed NE.
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2 Iterated Strict Dominance, Rationalizablity, and Corre-
lated Equilibrium

2.1 IESDS, Rationalizablity

Motivation. What strategies could a rational player play? Recall that in IESDS, we assume
rational players will NEVER play those dominated (so we delete such strategies). Here,
a rational agent play a best response to some beliefs about the opponents’ strategies ⇒
conjectures

Definition 2.1 (The Process of IESDS). We can follow the steps:
(i) Set S0

i ≡ Si and ∑0
i ≡ ∑i.

(ii) Define Sn
i recursively by:

Sn
i = {si ∈ Sn−1

i | exists no σi ∈ ∑n−1
i s.t. ui(σi, s−i > ui(si, s−i)∀s−i ∈ Sn−1

−i }

(iii) And, define ∑n
i = {σi ∈ ∑i | σi(si) > 0 only if si ∈ Sn

i }

(iv) Set S∞
i =

∞⋂
n=0

Sn
i is the set of Player i’s Pure strategies that survive IESDS.

(v) Set ∑∞
i = {σi ∈ ∑i | no σ′i s.t. ui(σ

′
i , s−i) > ui(σi, s−i)∀s−i ∈ S∞

−i} is the set of Player
i’s Mixed strategies that survive IESDS.

Definition 2.2. A game is solvable by IESDS if, for each player i, S∞
i is a singleton (i.e., a

one-element set).

Remark. When the IESDS yields a qnique strategy profile, this strategy profile is neces-
sarily a NE (think the prisoner’s dilemma).

Definition 2.3 (Rationalizable Strategies). Set ∑̃
0
i ≡ ∑i, and for each i recursively define:

∑̃
n
i =

{
σi ∈ ∑̃

n−1
i | ∃σ−i ∈×

j ̸=i
convex hull (∑̃

n−1
j ) s.t. ui(σi, σ−i) ≥ ui(σ

′
i , σ−i)∀σ′i ∈ ∑̃

n−1
i

}
.

Then, the rationalizable strategies for player i are Ri =
∞⋂

n=0
∑̃

n
i .

Remark. ∑̃
n−1
i is the set of i’s surviving strategies that are best response to some strategies

in ∑̃
n−1
−i , i.e., opponents’ surviving strategies through (IESDS) round n− 1.

• The convex hull of a set ∑̃ is the smallest convex set that contains it.

• In general, rationalizability will yield sharper predictions than IESDS.

• Every NE is rationalizable.
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Theorem 2.1 (Rationalizability and IESDS- Pearce 1984). Rationalizability and IESDS co-
incide in two-player game. Specifically, if I = 1, 2 (two players), then Ri = ∑i for i = 1, 2
(set of rationalizability = set of mixed strategies surviving IESDS).

Remark. This theorem hints that:
• Ri ⊆ ∑i for all i (so that when i = 2, Ri = ∑i)

• Set of rationalizable strategies survive IESDS (so is a subset to it).

2.2 Correlated Equilibrium

Motivation. Aumann (1974) motivates such an idea of a correlated equilibrium achieved
by some signaling devices/models. Suppose a correlating device (Ω, (Ti∈I), p):

Definition 2.4 (Correlated Equilibrium A). A correlated equilibrium ζ relative to infor-
mation structure (Ω, (Ti∈I), p) is a NE in strategies that are adapted to this info structure.

Remark. That is, the vector (ζ1, · · · , ζn) is a correlated equilibrium if, for every player i
and adapted strategy ζ̃i,

∑
ω∈Ω

p(ω)ui(ζi(ω), ζ−i(ω)) ≥ ∑
ω∈Ω

p(ω)ui(ζ̃i(ω), ζ−i(ω))

We require that ζi maximize player i’s ex-ante payoffs.

Definition 2.5 (Correlated Equilibrium B). A correlated equilibrium is any probability
distribution p(·) over the pure strategies S1 × · · · SI such that, for every player i and
every function di(·) that maps Si to Si, we have:

∑
s∈S

p(s)ui(si, s−i) ≥ ∑
s∈S

p(s)ui(di(si), s−i)

Remark. It is equivalent to consider: ∑
s−i∈S−i

p(s−i|si)ui(si, s−i) ≥ ∑
s−i∈S−i

p(s−i|si)ui(s′i, s−i)

Summary. Both Pure and Mixed NEs are correlated equilibrium. Pure: p(·) degenerate.
Mixed: p(·) can be joint distribution. The set of correlated equilibrium is convex and is
at least as large as the convex hull of NE. For the existence problem, also use fixed point
theorems to deal with.

2.3 Rationalizability and Subjective Correlated Equilibria

Summary. In matching pennies, players are allowed to have inconsistent strategic beliefs,
by rationalizability. Meanwhile, subjective correlated equilibrium allows the belief to be
completely arbitrary. It does not capture the restrictions implied by common knowledge
and thus is less restrictive than rationalizability (check adapted strategy definition on
Fudenberg and Tirole (1991) p.60).
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3 Dynamic Games of Complete Information: Extensive-
Form

Overview. Use extensive-form games to capture the dynamic structure. For instance,
entry and entry deterrence in IO and time-consistency problem in Macro. Very essential
example "Stackelberg leader" duopoly: one producer chooses action (i.e., output level)
first and the other follows up. In this case, NE is defined as the strategy profile that
neither players would gain from switching strategies. Backward induction is the key to
solve these kinds of scenarios, alongside the idea of subgame-perfect equilibrium.

3.1 Commitment and Perfection in Multi-Stage Games: Observable
Action

Summary. Multi-stage game: (1) all players knew the action chosen in previous stage
0, · · · , k − 1, and (2) all players move simultaneously in each stage k (including the sin-
gleton of "do nothing"). Some notations:

• Players: i ∈ I

• Stages: 0, · · · , k, k + 1

• Action set (choice): players simultaneously choose actions from Ai(h0)

• Observable action profile (stage 0): a0 ≡ (a0
1, · · · , a0

I)

• History: let h0 = ∅, then history h1 at the beginning of stage 1 is just h1 = a0

• Next stage: Ai(h1) then will be the action set for possible second-stage. Itera-
tively, hk+1 will be the history at the end of stage k/by start of stage k + 1: hk+1 =
(a0, · · · , ak).

• Pure strategy: let Hk be the all stage-k history and let Ai(Hk) =
⋃

hk∈Hk
Ai(hk). A

pure strategy for player i is a sequence {sk
i }K

k=0

Summary. Backward induction can be applied to any finite game of perfect information
(finite: finite stages & finite actions each stage).

Definition 3.1 (Subgame-Perfect Equilibrium: SPE). A strategy profile s of a multi-stage
game with observed actions is a subgame-perfect equilibrium if for every hk, the restric-
tion s|hk to G(hk) is a NE of G(hk).

Example 3.1 (Two-stage game with Cournot). Firm 1 and Firm 2 both have a const av-
erage cost of $2 per unit. Firm 1 decides whether to invest in new technology with $0
per unit but the technology itself costs f . Firm 2 observes Firm 1’s investment and then
propose q2 to compete in cournot format (against q1 by Firm 1). Suppose demand curve
is given: p(q) = 14− q. Firm 1’s payoff will be: ((14− 2)− q1 − q2)q1 if not invest and
((14− 0)− q1 − q2)q1 − f if invest. Firm 2’s will be: ((14− 2)− q1 − q2)q2.
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Answer. Consider each cases and take FOC for each Firm for reaction functions:
• Firm 1 not invest: ∂((14−2)−q1−q2)q1

∂q1
= 12 − 2q1 − q2 = 0 ⇒ r1(q2) = 6 − q2

2 . By
symmetry, r2(q1) = 6− q1

2 . Solve this and get (4, 4) with both payoffs of 16.

• Firm 1 invest: r1(q2) = 7− q2
2 and r2(q1) = 6− q1

2 . Solve this and get (16
3 , 10

3 ). Firm
1’s payoff will be 256

9 − f .

Thus, as long as the fixed cost f satisfies 256
9 − f > 16 ⇒ f < 112

9 ≈ 12.44, Firm 1 will
choose to invest.

Motivation. Players can sometimes gain benefit from making a binding commitment.
With more than one players, commitments can be of value since such commitment would
alter a sequence of actions the opponents may play. Typically, the optimal reaction func-
tion will be decreasing function of opponent’s action/output. Commitment can also be
achieved by "moving earlier" as it appears in Stackelberg.

Example 3.2 (Odyssey-Commitment). A general can burn the bridges as a commitment
not to retreat (i.e., no way back) and Odysseus has himself lashed to the mast and order
his sailors to plug their ears with wax as a commitment not to go to the Siren’s island.
Once they make these commitments, the cost of turning back is often modeled as ∞.

3.2 Extensive Form

Definition 3.2 (Elements for Extensive Form). The extensive-form game should contain:
(i) A finite set of player i ∈ I

(ii) The order of moves and active players: "game tree" i : X → I

(iii) Payoff function for each player of the move: ui : Z→ R

(iv) A set of actions: A(h) at information set h

(v) A partition of history H: what each player knows when making moves

(vi) Probability distribution over exogenous events: "Nature" N

Definition 3.3 (Perfect Information). Information is perfect if nature has no moves AND
each information set is a singleton. Else, imperfect information.

q1 = 3
q1 = 4

q1 = 6

Firm 1

q2 = 3

18, 18

q2 = 4

15, 20

Firm 2

q2 = 3

20, 15

q2 = 4

16, 16

Firm 2

q2 = 3

18, 9

q2 = 4

12, 8

Firm 2

Replication. Figure 3.4 in Fudenberg and Tirole (1991)
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ϑT = 0.6 ϑW = 0.4

Nature

L

R

Player 1
L

R

Player 1

D

2, 0

U

0, 1

D

3, 1

U

1, 0

D

3, 0

U

1, 1

D

2, 1

U

0, 0

Player 2

Player 2

Replication. Figure 3.6 in Fudenberg and Tirole (1991)

Remark (Signaling game). Note that the Nature moves first and choose "type" for player 1
(i.e., private information). For instance, in Fudenberg and Tirole (1991) Figure 3.6, Nature
determines that Player 1 will be "Tough" type with probability ϑT = 0.6 and be "Weak"
type with probability ϑW = 0.4. Player 2 observes the action but not knowing Player 1’s
type, which forms this signaling game (imperfect information).

3.3 Strategies and Equilibria in Extensive-Form Games

Definition 3.4 (Reduced Strategic Form). The reduced strategic form of an extensive-form
game is obtained by identifying equivalent pure strategies. And, two pure strategies si
and s′i are equivalent if they lead to the same probability distribution over outcomes for all
pure strategies of opponents.

Definition 3.5 (Behavior Strategy). Let ∆(A(hi)) be the probability distribution onA(hi).
A behavior strategy for player i, denoted σi, is an element of the Cartesian product ×

hi∈Hi

∆(A(hi)).

Remark. A behavior strategy specifies a probability distribution over actions at each hi,
and probability distribution at different information sets are independent.

Theorem 3.1 (Kuhn 1953). In a game of perfect recall, mixed strategies are equivalent to
the unique behavior strategies they generates.

Theorem 3.2 (Zermelo 1913; Kuhn 1953). A finite (extensive-form) game of perfect infor-
mation has a pure-strategy NE.

Theorem 3.3 (Minimax Theorem; von Neumann 1928). Every two-player zero-sum game
in which every player has a finite number of pure strategies has a value in mixed strate-
gies. The value in mixed strategies of a two-player zero-sum game is given by v:

v := max
σI∈∑I

min
σI I∈∑I I

U(σI , σI I) = min
σI I∈∑I I

max
σI∈∑I

U(σI , σI I)
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3.4 Backward Induction and Subgame Perfection

Motivation. Though complex extensive-form game can be represented by strategic form
one (and thus the concept of NE can be used), Selton (1965) argued that some NE are more
reasonable than others.

U

2, 2

D

Player 1

L

3, 1

R

0, 0

Player 2

2, 2 2, 2

3, 1 0, 0

L R

U

DPl
ay

er
1

Player 2

Replication. Figure 3.14 in Fudenberg and Tirole (1991)

For instance, in extensive for game, the equilibrium is (D, L), but, in strategic form, (D, L)
and (U, R) are both NE. We say (U, R) is not credible as it relies on empty threat that Player
2 will only play R. We see Backward Induction yields the "correct" answer.

Definition 3.6 (Subgame). A proper subgame G of an extensive-form game T consists of a
single node and all its successors in T, with the property that if x′ ∈ G and x′′ ∈ h(x′), then
x′′ ∈ G. the information sets and payoffs of the subgame are inherited from the original
game.

Remark. The requirements that the subgame begins with a single node and heritage info
sets imply x in original game must be a singleton information set, i.e., h(x) = {x}.

Definition 3.7 (Subgame-Perfect Equilibrium; SPE). A behavior-strategy profile σ of an
extensive-form game is a subgame-perfect equilibrium if the restriction of σ|x to G(x) is a
NE for every proper subgame G.

Remark. Every new stage can begin a proper subgame. Subgame perfection coincides
with backward induction in finite games of perfect information.

Summary. Subgame perfection supposes not only the players expect NE in all subgames
but also that ALL players expect the SAME equilibria.
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4 Applications of Multi-Stage Games with Observed Ac-
tions

Overview. Include "open-loop" and "close-loop" equilibria, finite-horizon and infinite-
horizon games, and some dynamic optimization. Consider mostly games with an infinite
horizon as they are better models to many (real) situations. For instance, the bargaining
game of Rubinstein (1982). Though those bargaining models are of infinite horizon, there
exist some actions– accept the offer or exiting from the market– to end the game.

4.1 The Principle of Optimality and Subgame Perfection

Motivation. Check whether there are any history ht where Player i can gain by deviating
from the actions prescribed by si at ht to verify a strategy profile of a multi-stage game
with observed actions is subgame perfect.

Theorem 4.1 (One-stage deviation Principle for finite-horizon). In a finite multi-stage
game with observed actions, strategy profile s is subgame perfect if and only if it sat-
isfies the one-stage-deviation condition, meaning that NO Player i can gain by deviating
from s in a single stage and still confronting to s thereafter.

Remark. It is equivalent to say: profile s is SP if and only if there exists NO Player i and
NO strategy ŝi that agrees with si except at a single stage t and history ht, and such that ŝi
is a better response to s−i than si conditional on ht being reached.

Definition 4.1 (Continuity at Infinity). A game is continuous at infinity if, for each Player
i, the utility function ui satisfies:

sup
h,h̃ s.t. ht−h̃t

|ui(h)− ui(h̃)| → 0 as t→ ∞.

Remark. Events in distant future are relatively unimportant. Continuity at infinity is
satisfied if the overall payoff is a discounted present-value sum gt

i(at) and per-period
payoffs are uniformly bounded, i.e., there is aM such that max

t,at
|gt

i(at)| <M.

Definition 4.2 (One-stage deviation Principle for infinite-horizon). In an infinite-horizon
multi-stage game with observed actions that is continuous at infinity, profile s is SP if and
only if there exists NO Player i and NO strategy ŝi that agrees with si except at a single
stage t and history ht, and such that ŝi is a better response to s−i than si conditional on ht

being reached.

Remark. This Theorem shows if s satisfies one-stage-deviation condition, then it cannot
be improved by any finite sequence of deviations in any subgame. It is also the essen-
tial idea of the Principle of Optimality for discounted dynamic programming (also see
Blackwell (1965) and Appendix I for basics of Linear Programming).
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4.2 The Rubinstein-Stahl Bargaining Model

Motivation. Two players must agree on how to share a pie of size 1. In period 0, 2, 4 · · · :
• Player 1 proposes a sharing rule (x, 1− x), and Player 2 can accept or reject.

– If Player 2 accepts, then game ends.

– If Player 2 rejects, then proposes a sharing rule (x, 1− x) in next period.

* If Player 1 accepts, then game ends.

* If Player 1 rejects, then proposes a sharing rule (x, 1− x) in next period. .. .

Consider discount factors δt
1, δt

2 ∈ (0, 1), then payoffs are (δt
1x, δt

2(1− x)) if sharing rule
(x, 1− x) is accepted at round t.

Example 4.1 (Profile 1: A NE but not SP). One NE can be: Player 1 always propose x = 1
and refuse all smaller shares; Player 2 also always offers x = 1 and accept any offers. Yet, this
will not be SP. Why? If Player 2 rejects Player 1’s first offer and offer Player 1 a share
x > δ1, then Player 1 should accepts since the best possible outcome if Player 1 rejects is
to receive full pie (recall: Player 2 also proposes x = 1) but only worth δ1 next round.

Example 4.2 (Profile 2: SPE). Consider the following: Player i always demands a share
1−δj

1−δiδj

when it is their turn. They accept any share ≥ δi(1−δj)
1−δiδj

and refuse any smaller share. Why? Note
that Player i’s demand of share is:

(1− δj)

1− δiδj
=

(1− δiδj) + δiδj − δj

1− δiδj
= 1− δj

(1− δj)

1− δiδj︸ ︷︷ ︸
Player 2 will accept

,

which is the highest share for Player i that is accepted by Player j (Player i cannot make
any lower offer as it will be accepted by j). Player i would also hurt if proposing a higher
share, getting reject, and waiting till next round when Player j demands 1−δi

1−δiδj
, i.e., Player

i gets
(

1− 1−δi
1−δiδj

)
:

δi

(
1− 1− δi

1− δiδj

)
= δ2

i
1− δj

1− δiδj
<

1− δj

1− δiδj

It is thus optimal for Player i to accept any offer that at least receives
δi(1−δj)
1−δiδj

.

Remark. This Rubinstein (1982) extends Stahl (1971) by considering infinite-horizon game.
Two drawbacks for the finite-horizon version: 1 solution for finite version depends on
the length of game and who makes offer in last round, and 2 it is more natural to continue
the bargain if the offer at the last round is rejected. The uniqueness of the Infinite-Horizon
Equilibrium matters here (Fudenberg and Tirole (1991), p.115).
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Remark. Comparative statics: as δi → 1, fixed δj, we notice Player i gets the whole pie. If
δi → 0, Player j would NOT get the whole pie if δj < 1. Why? Due to Player i’s first-move
advantage, even a myopic Player i would get a positive share. If the discount factors
δi = δj = δ, then Player i would get a payoff v1 = 1−δ

1−δ2 = 1
1+δ > 1

2 as δ ∈ (0, 1).

4.3 Timing Games (Reading Examples)

• War of Attrition: fighting for prize with cost per fighting period Fudenberg and
Tirole (1991) p.119-126

• Preemption Game: opposite of war of attrition. Illustrative: the decision of to build
a new plant or to host innovation if market only allow one such addition.

4.4 Iterated Conditional Dominance and Bargaining Game

Definition 4.3. In a multi-stage game with observed actions, action at
i is conditionally dom-

inated at stage t given history ht if, in the subgame beginning at ht, every strategy for Player
i that assigns positive probability to at

i is strictly dominated.

Remark. Iterated Conditional Dominance means the process of deleting every condition-
ally dominated actions in every subgame.

Theorem 4.2. In a Finite- or Infinite-horizon game of perfect information, no subgame-
perfect strategy profile is removed by iterated conditional dominance.

Remark. For a detailed walk-through of iterated conditional dominance with unique so-
lution, see Fudenberg and Tirole (1991) p.130.

4.5 Open-loop and Closed-loop Equilibria

Definition 4.4 (Closed and Open-loop). The terms are used to distinguish information
structures in multi-stage game. Multi-stage game with observed actions corresponds to
the closed-loop info structure or feedback strategy. Open-loop strategy happens when play-
ers cannot observe the play of their opponents, as opposed to a closed-loop structure.

Example 4.3 (Two-period). We can use game with continuous actions to illustrate the
use of Open-loop equilibria as benchmarks for measuring strategic effects. For Player:
i = 1, 2,

• Action: choose ai ∈ Ai and bi ∈ Bi simultaneously (A,B some interval on R)

• Payoff: ui assumed to be differentiable and concave

• Open-looped equilibrium: a∗i maximizes ui((ai, a∗−i), b∗) and b∗i maximizes ui(a∗, (bi, b∗−i))

so that the Interior solution: ∂ui
∂ai

= 0 = ∂ui
∂bi

.
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• Closed-looped equilibrium: ∂ui
∂ai
− ∂ui

∂b−i

∂b∗−i
∂ai

= 0 for Player i (Note: the extra term
highlights Player i’s strategic incentive of altering ai to affect b−i).

Definition 4.5. Profile σ∗ is "ε-Nash equilibrium" if for all Player i and strategy σi, we have
ui(σ

∗
i , σ∗−i) ≥ ui(σi, σ∗−i) − ε. The profile is ε-perfect equilibrium if no players can gain

more than ε by deviating in any subgame.

Remark. Sort of the vibe of "ε-good" argument for uniform continuity. ε-Nash equilib-
rium can be regarded as how we relate the structures of large finite- and infinite-horizon
games to smooth the finite-to-infinite horizon limit when utilities is continuous at infin-
ity. (also see ε-equilibrium).

5 Repeated Games (skip)

6 Static Games of Incomplete Information: Bayesian Equi-
librium

6.1 Incomplete Information

Overview. When some players do NOT know payoffs of the others, we say the game has
incomplete information. Harsanyi (1968) proposed the "Bayesian" contexts of understand-
ing toward nature’s moves for Player 1’s "type/cost." All the players have the same prior
beliefs about the probability distribution on nature’s move. Then, Harsanyi’s Bayesian
Nash Equilibrium is precisely the the NE here of imperfect information games.

ϑHigh = p1 ϑLow = 1− p1

Nature

Build: x Don’t Build

1

Build: x Don’t Build

1

Enter: y

0,−1

Don’t

2, 0

2
Enter: y

2, 1

Don’t

3, 0

2
Enter: y

1.5,−1

Don’t

3.5, 0

2
Enter: y

2, 1

Don’t

3, 0

2

Replication. Figure 6.3 in Fudenberg and Tirole (1991)

Example 6.1 (Figure 6.3). The optimal strategy for Player 2 is y = 1 (i.e., entry), if x <
1

2(1−p1)
and y = 0 (i.e., no entry), if x > 1

2(1−p1)
. The best response for Player 1 with "low-

cost type" is x = 1 (i.e., build) if y < 1
2 , x = 0 (i.e., no build) if y > 1

2 , and x ∈ [0, 1] if
y = 1

2 .
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6.2 Public Good under Incomplete Information

Example 6.2 (Palfrey and Rosenthal 1989). Two player decide simultaneously whether to
contribute to the public good with a 0− 1 decision. Player i’s cost is c.

1− c1, 1− c2 1− c1, 1

1, 1− c2 0, 0

Contribute Don′t

Contribute

Don′tPl
ay

er
1

Player 2

Replication. Figure 6.4 in Fudenberg and Tirole (1991)

Both player believe (common knowledge) that ci is drawn independently from the same
continuous and strictly increasing cumulative function P(·) = [c, c̄] where c < 1 < c̄ (⇒
P(c) = 0 and P(c̄) = 1). The cost ci is thus Player’s "type." A pure strategy here is a
function si(ci), s : [c, c̄]→ {0, 1}. The payoff is ui(si, sj, ci) = max(s1, s2)− cisi.

(Last edited: 05/11/2023, Fudenberg and Tirole (1991) p.211)
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Appendix I. Introduction of Linear Programming

Illustrative problem: Let’s consider:

min
x1,x2

x1 + 3x2 subject to x1 + x2 ≥ 2,

x2 ≥ 1,
x1 − x2 ≥ 3

Let some helper coeffs p1, p2, p3 ≥ 0, we can rewrite our desired lower bound B:

p1 · (x1 + x2 ≥ 2︸ ︷︷ ︸
CSTR. 1

) + p2 · (x2 ≥ 1︸ ︷︷ ︸
CSTR. 2

) + p3 · (x1 − x2 ≥ 3︸ ︷︷ ︸
CSTR. 3

) = x1 + 3x2 ≥ B

But by comparing the coefficients to objective function (x1 + 3x2), we require:

x1 : p1 + p3 = 1
x2 : p1 + p2 − p3 = 3

p1, p2, p3 ≥ 0
→ B = 2p1 + 1p2 + 3p3

Now we notice that our original minimization problem (primal) can be transformed into
the following maximization problem (dual):

max
p1,p2,p3

2p1 + p2 + 3p3 subject to p1 + p3 = 1,

p1 + p2 − p3 = 3,
p1, p2, p3 ≥ 0

We call this derived optimization problem the dual LP problem.

Theorem (Dual Problem). If we transform the dual into an equivalent minimization prob-
lem and then form its dual, we obtain a problem equivalent to the original problem. In
mathematical words,

min c′x subject to Ax ≥ b⇔ max p′b subject to p′A = c′, p ≥ 0.

These two problems have the same values.

Remark. For non-negative vector p ≥ 0, we have: Ax ≥ b ⇒ (p′A) x ≥ p′b. Therefore,
to minimize (get lower bound) of objective function, it is equivalent to think maximizing
p′b by the derived constraint p′A = c′ matching the coefficient of x.

• Min problem of budget constraint given optimal utility ⇔ Max problem of utility
function given budget constraint

16



Appendix II. Supermodular Games

Overview. Developed by Topkis (1979), applied to economic problem by Vives (1990)
and then Milgrom and Roberts (1990). The idea is that in some games best response cor-
respondences are increasing so that players’ strategies are "strategic complements." Super-
modular games are well-behaved- have pure strategy NE. The upper and lower bounds
of the NE sets and the rationalozble sets coincide. A supermodular game does not require
convexity and differentiability assumptions, and it needs an order structure on strategy
space, weak continuity on payoff functions, and that the marginal utility of each player’s
strategy is monotonic.

Notations. Suppose each player i’s strategy set Si is a subset of a finite-dim Euclidean
space Rm. Then we define S ≡×Ii=1 Si is a subset of Rm, where m ≡ ∑Ii=1 mi. Let x
and y denote two vectors in some Euclidean Space Rk. Also, let x ≥ y if xk ≥ yk for all
k = 1, · · · , K, and let x > y if x ≥ y and there exists k such that xk > yk. The order ≥ is
only a partial order: if a vector dominates another in one component but is dominated in
another component, the vectors cannot be compared. Next, we consider some lattice idea
and define the "meet" as x ∧ y and "join" as x ∨ y.

x ∧ y ≡ (min(x1, y1), · · · , min(xk, yk))

x ∨ y ≡ (max(x1, y1), · · · , max(xk, yk))

S is a sublattice of Rm if s ∈ S and s̃ ∈ S implies that s ∧ s̃ ∈ S and s ∨ s̃ ∈ S

Definition (Increasing difference). ui(si, s−i) has increasing difference in (si, s−i) if, for all
(si, s̃i) ∈ S2

i and (s−i, s̃−i) ∈ S2
−i s.t. si ≥ s̃i and s−i ≥ s̃−i, we have:

ui(si, s−i)− ui(s̃i, s−i) > ui(si, s̃−i)− ui(s̃i, s̃−i)

Remark. Change the ≥ to > in conditions for strictly increasing diff. This definition says
that an increase in the strategies of player i’s rivals (i.e., from playing s̃−i to s−i) raises the
desirability of playing high strategy for player i (i.e., from playing s̃i to si).

Definition (Supermodular). ui(si, s−i) is supermodular in si if for each s−i we have:

ui(si ∧ s̃i, s−i) + ui(si ∨ s̃i, s−i) ≥ ui(si, s−i) + ui(s̃i, s−i)

for all (si, s−i) ∈ s2
i . Strictly supermodular if changing the sign from ≥ to >.

Definition (Supermodular Game). A supermodular game is such that, for each i, Si is a
sublattice of Rm, ui shows increasing differences in (si, s−i), and ui is supermodular in si.

Remark. Suppose ui is twice continuously differentiable, then ui is supermodular if and
only if ∂2ui/∂sl∂sk ≥ 0.

17



Example. Consider à la Diamond (1982) search model with the following payoff function:

ui(s) = αsi ∑
j ̸=i

sj − c(si)


si : player i’s search intensity
c(si) : cost of search
si ∑j ̸=i sj : probability of finding a trade partner
α : standalone gain if a partner is found

Since ∂2ui/∂si∂sj = α > 0, this search (game) is supermodular.

Theorem (Topkis 1979 & Vives 1990). (a) (Topkis 1979) If, for each i, Si is compact and
ui is upper semi-continuous in si for each s−i. Suppose the game is supermodular, then
the Pure NE strategy is non-empty (i.e., ̸= ∅) and possesses greatest/least equilibrium s̄
and s. (b) (Vives 1990) if furthermore the game is strictly supermodular, the set of NE is a
non-empty "complete" sublattice ("complete" means sup and inf of any subset ∈ that set).

Theorem (Topkis 1979). Consider a supermodular game with strictly increasing differ-
ences. If si ∈ r∗i (s−i), s̃i ∈ r∗i (s̃−i) and that s−i ≥ s̃−i, then si ≥ s̃i.

Theorem (Milgrom and Roberts 1990). Consider a supermodular game such that, for
each i, Si is a complete sublattice and is bounded, and such that ui is continuous and is
bounded above. Then, the IESDS strategies yield a set od strategies in which the greatest
and the least elements are NE: s̄ and s.

(For more detailed walk-through and examples, check Fudenberg and Tirole (1991), p.496.)
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